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Abstract:
Recent research has generated support to the notion that the real exchange rate adjustment is nonlinear and that the PPP half-life is faster than the puzzling 3 to 5 years based on linear models. While different nonlinear models survive the specification tests against linear ones, there is little consensus on which specific threshold-type model outperforms the others in the family. In this paper, a Monte Carlo study is designed to address the issue and the findings support that the MR-LSTAR process is the most likely suspect that generates the puzzle.
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1. Introduction

The theory of purchasing power parity (PPP) has long been providing a simple and convenient testing field to examine time series models. After years of cycles of attempts, frustration and marginal success, a general consensus emerges: (i) more powerful unit root tests uncover some evidence that real exchange rates are stationary, (ii) the estimated half-life of a PPP deviation ranges from 3 to 5 years (see Rogoff 1996) and (iii) these estimates are nevertheless too large. Recent research focuses on two directions that attempt to examine whether they are results of aggregation bias (e.g. Chen and Engel, 2005 and Imbs et al, 2005) and/or model mis-specification bias (e.g. Bec, Ben Salem and Carrasco, 2004, Imbs, 2003, Lo and Zivot, 2001, Michael, Nobay and Peel, 1997, Obstfeld and Taylor, 1997, O’Connell and Wei, 2002, Sarantis, 1999.) Literature motivated by the latter argument is generally founded on a theoretical model assuming transaction costs of commodity arbitrage; the resulting data generating process, the authors argue, is nonlinear. For a more detailed and up-to-date overview of the development, see Taylor and Sarno (2003) and Sarno (2003).

As a concept taught in the classroom, PPP is usually introduced in a world without transaction costs. Since a costless world is unrealistic outside the classroom, some researchers argue that a pair of transaction-cost bands around the equilibrium of real exchange rates should be incorporated in the econometric specification. The nonlinear time series models used often belong to the family of threshold-type.\(^1\) By imposing such models, we may find a much faster speed of equilibrium adjustment outside the bands when market forces are effective.

\(^1\) In contrast to, say, Markov-switching time series models.
Many nonlinear studies directly compare estimates based on the data in the “outside-band” regimes, i.e. sub-set of the full sample, with the estimate based on the full sample, like those reported in Rogoff (1996). As noted in the important contribution by Koop, Pesaran and Potter (1996) and Potter (2000), hereafter KPP, the dynamics of the impulse responses as well as the way to evaluate them can change drastically if we move from a linear model to a nonlinear one. Given a linear autoregressive model, the size and the initial conditions generally do not alter the characteristics of the impulse responses. The half-life estimate based on a linear impulse response function is thus constant regardless of the assumption set up for the perturbation of the function. Many nonlinear autoregressive models by definition assume changes in the autoregressive dynamics that depends on the properties of shocks and initial conditions. As a result, the uniform characteristics of the impulse responses observed under a linear model no longer holds in this case. In this regard, the meaning of half-life for a nonlinear model becomes complicated. Ignoring this difference between a linear and a nonlinear impulse response function may result in confusing inferences.

Kiliç (2005) and Shantini (2006), each works independently, attempt to develop a half-life measure appropriate for nonlinear models to overcome the shortcomings of conventional computations. Their contributions are important but the scope of their work is limited to specific nonlinear models. Various model specification tests against linearity and/or unit root have also been motivated in Teräsvirta and Anderson (1992), Bec, Ben Salem and Carrasco (2004, 2005) and Hansen (1997). With the exception of Bec, Ben
Salem and Carrasco, these studies barely touch the issue of impulse response functions in the context of nonlinear models.²

This paper attempts to fill the void in two areas. First, unlike previous studies focusing on only one or a few models, it examines all major nonlinear models that have been used for the challenge of the PPP persistence puzzle. In particular, I want to narrow down the specific nonlinear model(s) that is most likely responsible in generating the puzzling, unconditional half-life of 3-5 years as reported in Rogoff (1996). Why should we indirectly examine models in this way and not use available procedures for specification testing? Each of the previous studies found support for their specific type of threshold autoregressive models which differ mainly in the regime-switching functions; to name a few, discrete switching in Obstfeld and Taylor’s (1997), exponential smooth transition in Michael, Nobay and Peel (1997) and mirrored logistic smooth transitions in Bec, Ben Salem and Carrasco (2004). Since these models are not all nested, it is hard to test which gives a better fit to the data. Moreover, specification tests involve pair-wise contests between two models; work becomes tedious when there are three or four nonlinear models under examination.

Therefore, the second goal of this paper is to integrate various nonlinear time series models with KPP’s generalized impulse response function (GIRF) to study nonlinear PPP deviations and equilibrium adjustment. Monte Carlo experiments are used to draw inferences regarding the unconditional bias in linear half-life estimate. Unlike Berben

² Bec, Ben Salem and Carrasco (2004, 2005) applied KPP’s generalized impulse response function on their specific threshold autoregressive model for multiple regimes on real exchange rates. They also make use of the absorption measure developed by van Dijk et al (2005). This measure, however, is not related to the half-life issue here.
(2000) and some others, this study does not simply apply the GIRF. Section 3 will discuss the specific contribution in developing a relative persistence measure that is more appropriate in the current context. Section 4 will apply this methodology on the U.S.-G6 real exchange rates.

2. Regime-Specific versus Unconditional Impulse Responses

Rogoff (1996) generalized that the half-life estimates for PPP in the literature ranged from 3 to 5 years. The studies surveyed by him were mostly based on a linear modeling framework. Authors who adopt a nonlinear framework generally regard this as a bias due to model mis-specification. Regardless of the specific nonlinear model used, many studies, most notably Obstfeld and Taylor (1997), compare the persistence estimate from a linear model, e.g. an AR(1) and the persistence estimate for a specific regime from a nonlinear model.3 Their analyses are best illustrated in Figure 1. Suppose a three-regime threshold model represents the true data generating process (hereafter, DGP) of the logarithm of the real exchange rate. Any data point within the bands represents a small equilibrium PPP deviation. Such a small deviation means that the potential gain from commodity arbitrage is smaller than the transaction costs approximated by the bands and thus no equilibrium process will take place to adjust the real exchange rate. When the real exchange rate lays in the outside-band regime, the deviation is considered large. In this case, arbitrage becomes profitable and we should expect the exchange rate to converge back towards the inside-band regime. The detailed specifications vary from model to model. The example used in

---

3 In this paper, I interchangeably use the term AR(1) and the equivalent error-correction form of the same order.
Figure 1 is consistent with Obstfeld and Taylor’s (1997) threshold autoregressive (TAR) model using an AR(1) model to capture outside-band convergence and a random walk model to capture the inside-band absence of equilibrium adjustment. To be specific, denote \( q_t \) the logarithm of the real exchange rate, the general model is of the form:

\[
\Delta q_t = \begin{cases} 
\phi_{01} + \phi_{11} q_{t-1} + \epsilon_{1t}, & \text{if } q_{t-1} > c, \\
\epsilon_{2t}, & \text{if } |q_{t-1}| \leq c, \\
\phi_{03} + \phi_{13} q_{t-1} + \epsilon_{3t}, & \text{if } q_{t-1} < -c. 
\end{cases}
\] (1)

If \( \phi_{01} = \phi_{03} = 0 \) and \( \phi_{11} = \phi_{13} = \phi_{TAR} \), the model becomes an Equilibrium-TAR (hereafter, EQTAR) model which allows for convergence towards the equilibrium level (or zero in our example.) If \( \phi_{01} = c(1 - \phi_{TAR}) \), \( \phi_{03} = c(-1 + \phi_{TAR}) \) and \( \phi_{11} = \phi_{13} = \phi_{TAR} \), the model becomes a Band-TAR model which allows for convergence towards the bands. In other words, the EQTAR model and the Band-TAR model each is nested in the general model (1), but neither of them is nested in the other. If \( \phi_{11} \neq \phi_{13} \), the speed of adjustment above and below the inside-band regime are different; we often describe such a three-regime model as asymmetric. Obstfeld and Taylor (1997) use the regime-specific estimate for \( \phi_{TAR} \) and compute the half-life measure \( \rho_{TAR} = \ln 0.5 / \ln(1 + \phi_{TAR}) \). This measure is then compared with the half-life estimate based on a linear AR(1) model in error correction form. Taylor (2001) later followed this direction and mathematically determined the half-life bias.

As long as the estimate for \( \phi_{TAR} \) is negative and significantly smaller than the estimate from linear models, it is comforting to know that market PPP adjustment is faster than once perceived. Yet, the estimate for \( \phi_{TAR} \) is conditional on the data of a sub-sample and regime-specific. From an empirical standpoint, we do not exactly know the actual improvement (or
reduction) in the persistence of a PPP deviation in terms of the unconditional estimate of half-life based on linear models, which are the focus of Rogoff (1996). If these estimates are biased, they are the results of the true DGP in the full sample; any direct comparison between these estimates and the half-life estimates computed from $\phi_{TAR}$ does not necessarily explain the whole story regarding the model-specification bias.

Assume that the argument against linear modeling is correct and that the true DGP follows the specification of, say, a Band-TAR model. If we mistakenly apply an AR(1) model on the data, the estimate for the autoregressive coefficient, denoted $\phi_{AR}$, will lie between $\phi_{TAR}$ and zero. This also implies that $\rho_{TAR} < \rho_{AR}$ where $\rho_{AR} = \ln 0.5 / \ln(1 + \phi_{AR})$.

A problem of this comparison arises. $\rho_{TAR}$ is an appropriate persistence estimate only if we restrict our analysis to a very specific condition. In particular, this is a valid measure only when we consider a positive shock when the real exchange rate initially lies above the upper band or a negative shock when the real exchange rate initially lies below the lower band. When the signs of the shock or the initial conditions are different, the cross-regime dynamics may detour our adoption of a simple half-life measure. In the outside-band regime, if a shock away from the bands is not strong enough to bring the dynamics back across the threshold, the true and relevant persistence measure is $\rho_{TAR}$. In this case, $\rho_{AR}$ is upward-biased. In the inside-band regime, if an initial shock is not big enough to bring the series across the threshold, then the true and relevant persistence measure is no longer $\rho_{TAR}$—since the dynamics follows random walk in this regime, all shocks have permanent

---

4 Half-life estimated for linear models are based on the information of the full sample. It can be described as unconditional (on regimes or sub-sample.)
effect. As a result, $\rho_{AR}$ is downward-biased. What complicates the matter even more is a shock that is large enough to bring in cross-regime dynamics. In this case, the direction of the bias of $\rho_{AR}$ is an empirical issue. In short, from an empirical standpoint we may not want to simply compare a regime-specific estimate $\rho_{TAR}$ with a full in-sample or unconditional estimate for $\rho_{AR}$. If we look for the general or non-regime-specific in-sample degree of persistence in the data given that the true DGP is nonlinear, we must make use of the joint distribution of the shocks and the history.

KPP have pointed out the properties of shock and history dependence in nonlinear impulse response analysis. They developed a procedure to analyze the degree of persistence for various given assumptions on shocks and history. To illustrate the criticism based on their analysis, I conducted a Monte Carlo experiment given equation (1) with both EQTAR and Band-TAR specifications. The DGP in this experiment assumes $\phi_{11} = \phi_{13} = -0.3$ and $c = 1.5$. I allowed the standard deviation to vary in the inside-band and the outside-band regimes; the variation ranged from 0.5 to 3.0 with a 0.5 interval. The sample size for each simulation is 500, and 10000 trials were simulated for each set of parametric values. Given the true DGP is nonlinear, a linear AR(1) model was used in each trial for fitting the data. The Monte Carlo mean as well as the standard errors from the AR(1) model are reported in the two panels in Table 1.

The direction of bias on the autoregressive coefficient is uniform for the Band-TAR model, although the size of the bias varies quite a little from positive 0.6 to 2.2. The results for the EQTAR model are more complicated. While the majority of the mean coefficient estimates shows an upward bias, the bias is not very significant as the standard deviation
increases to a level comparable to the size of the bands. In a few cases, there is even slight downward bias when the standard deviation becomes very large. This exercise illustrates that in a small finite sample the empirical bias can be very different from case to case on the size of the shocks. A direct implication of this exercise is that we cannot consider identify the difference between the $\phi_{AR}$ and the $\phi_{TAR}$ estimates or between the $\rho_{AR}$ and the $\rho_{TAR}$ as bias without considering the size of the shocks.

A second criticism based on KPP is that impulse responses under a nonlinear framework necessarily involve cross-regime dynamics in the following sense. By definition, a generalized impulse response function is the difference between a simulated series given a specific initial shock and another simulated series created under the same assumption without the shock. The size of the shock and the initial condition in general do not matter for any persistence analysis based on a linear model. The opposite is true for nonlinear models. Figure 2 illustrates some variations when the functions are based on an EQTAR model. By varying the initial conditions, the shock of the same size of 2 units can lead to different half-live measure. Both Figure 2(a) and 2(b) indicate a half-life of approximately 3.8 periods. However, Figure 2(c) indicates that the half-life can be infinity.

Worse, under a linear framework, the assumption of additional future shocks that come after the initial shock is irrelevant because there is no cross-regime dynamics. KPP argue eloquently that this is not the same for nonlinear models. If the initial shock is specific enough to trigger cross-regime dynamics, the impulse response function can become harder to predict when future shocks are not set to zero. This is because the two simulated series will exhibit very mixed and very complex dynamic behavior in this case. Figure 2(d) shows
a single simulation with randomized future shocks (after period 0). Given that the initial shock is positive and of the size of 2, the simulated responses cross the half-life line of 1 least four times, and overall, there is no reversion to the initial condition after 30 periods. It is worth noticing that they also cross the lower half-life boundary of -1 multiple times. In short, taking randomized future shocks into consideration renders us to doubt the appropriateness of using conventional half-life as a persistence measure. Berben (2000) investigated the nonlinear impulse response for real exchange rate data. However, his analysis still used half-life to examine the degree of persistence.

Besides Band-TAR and EQTAR models, I also examined two of the smooth transition autoregressive (STAR) models, which are equally if not more popular in applied literature. Bec, Ben Salem and Carrasco (2004) developed a multiple-regime logistic STAR (or MR-LSTAR) model:\(^5\)

\[
\Delta q_t = \left( \mu_1 + \varphi_1 q_{t-1} \right) G_1(q_{t-1}, \gamma, \lambda) + \left( \mu_2 + \varphi_2 q_{t-1} \right) G_2(q_{t-1}, \gamma, \lambda) \\
+ \left( \mu_3 + \varphi_3 q_{t-1} \right) G_3(q_{t-1}, \gamma, \lambda) + \epsilon_t
\]  

(2)

where

\[
G_1(q_{t-1}, \gamma, \lambda) = \left[ 1 + \exp \left( \frac{\gamma}{\sigma_{q_{t-1}}} (q_{t-1} + \lambda) \right) \right]^{-1},
\]

\[
G_3(q_{t-1}, \gamma, \lambda) = \left[ 1 + \exp \left( -\frac{\gamma}{\sigma_{q_{t-1}}} (q_{t-1} - \lambda) \right) \right]^{-1},
\]

\[
G_2(q_{t-1}, \gamma, \lambda) = 1 - G_1(q_{t-1}, \gamma, \lambda) - G_3(q_{t-1}, \gamma, \lambda)
\]

The model is estimated by constrained maximum likelihood method, which is equivalent to first imposing values for \( \gamma \) and \( \lambda \) and then running an ordinary least square

\(^5\) The model in Bec, Ben Salem and Carrasco (2004) contains certain lags of the first difference of \( q_t \) on the right hand side.
regression. Note that $\sigma_{q_{t-1}}^T$ is a scaling factor, which is the sample standard deviation of the threshold variable $q_{t-1}$. In principle, this model allows for an asymmetric speed of adjustment. However, in practice, Bec, Ben Salem and Carrasco (2004) restrict that $\mu_1 = -\mu_3 = -\mu^*$ and $\varphi_1 = \varphi_3 = \varphi^*$, following the symmetry restrictions in Obstfeld and Taylor (1997). Their model outperforms the conventional exponential- and logistic- STAR models in terms of unit root rejection. The EQTAR model nests in this model if we set further restrictions: $\mu^* = \mu_2 = 0$, $\varphi_2 = 0$ and $\gamma \to \infty$.

The other STAR model is popularized by Michael, Nobay and Peel (1997) and has been extensively applied since their publication. The exponential STAR (or ESTAR) model is symmetric but does not nested with the TAR models:

$$\Delta q_t = (\mu_1 + \varphi_1 q_{t-1})F(q_{t-1}, \gamma, \lambda) + (\mu_2 + \varphi_2 q_{t-1})(1 - F(q_{t-1}, \gamma, \lambda)) + \varepsilon_t,$$

where

$$F(q_{t-1}, \gamma, \lambda) = 1 - \exp \left[ -\frac{\gamma}{\sigma_{q_{t-1}}} (q_{t-1} - \lambda)^2 \right].$$

The ESTAR model is nested with neither the TARs and the MR-LSTAR. That said, Bec, Ben Salem and Carrasco (2004) shows that their mirrored logistic function can approximate an exponential function.

### 3. Mean Bias in Measuring Persistence under a Nonlinear Framework

KPP define a generalized impulse response function for a univariate model as the difference between two expected series of the variable, conditional on different

---

6 Most notable, O’Connell and Wei (2002) and Sarantis (1999).
assumptions on (i) history (or initial condition) $\Theta = (\theta_{t-1}, \theta_{t-i+1}, \ldots, \theta_{t-1})$, (ii) shock(s) of interest $\Delta = (\delta_{t}, \delta_{t+i}, \ldots, \delta_{t+j})$ and (iii) randomized shocks $V = (v_{t}, v_{t+i}, \ldots, v_{t+j})$. Given a model $q_{i} = g(\bar{q}_{i}, \varepsilon_{i})$ where $\bar{q}_{i} = (q_{t-i}, q_{t-i+1}, \ldots, q_{t-1})$. A generalized impulse response function can then be defined as

$$I_{q}(k, V, \Delta, \Theta) = E(q_{t+k} \mid \bar{q}_{i} = \Theta, \varepsilon_{t} = v_{t} + \delta_{t}, \varepsilon_{t+1} = v_{t+1} + \delta_{t+1}, \ldots, \varepsilon_{t+k} = v_{t+k} + \delta_{t+k})$$

$$- E(q_{t+k} \mid \bar{q}_{i} = \Theta, \varepsilon_{t} = v_{t}, \varepsilon_{t+1} = v_{t+1}, \ldots, \varepsilon_{t+k} = v_{t+k}).$$  

(4)

A simple simulation of (4) for a linear model, which is consistent with the half-life computation, assumes $\Theta = 0$, $\delta_{t} = 1$ and $\delta_{t+k} = 0 \forall k \geq 1$. Beaudry and Koop (1994) use a more carefully designed simulation with two shocks of interest to derive their nonlinear impulse responses for the U.S. GDP, which imply positive shocks have permanent effect while negative shocks have only transitory effect.

For a linear model, the assumptions on the value of $v_{i}$’s do not matter. The intuition behind this is that there is no cross-regime dynamics under the model specification. KPP recognize that the same does not hold for nonlinear model; see Figure 2(d) for an example. In addition, a nonlinear impulse response function also depends on the assumptions of history and the properties of the shocks—most notably, the sign and the size; see Figure 2(a)-(c) for a few examples. KPP thus advocate the use of simulation with specific design to randomly draw history and shocks that will answer specific questions. By allowing a randomization of history and shocks from a interested set of values, we can simulate a distribution of $I_{q}(k, V, \Delta, \Theta)$ over a range of $k$ and make inferences.

To date, there are only a handful of studies that adopt the nonlinear simulation technique to investigate PPP deviations even though a much large number of studies have
used nonlinear threshold autoregressive models to evaluate PPP adjustments in the presence of transaction costs. The effort of these studies is admirable. Nevertheless, they continue to use conventional half-life estimates as a measure of persistence. Kılıç (2005) and Taylor, Peel and Sarno (2001) are two notable exceptions that consider measures that are adjusted for nonlinearities. As illustrated in Figure 2, if we allows for various history and shocks, we may not only want to use the GIRF approach but also generate a measure of persistence different to the conventional half-life.

In this paper, I follow KPP and apply a similar simulation technique. In order to compare the results between the linear and nonlinear models, I assume the true DGP is nonlinear and simulate both a nonlinear impulse response function and a linear impulse response function based on the same $\Delta$ in order to make a reasonable comparison viable.\(^7\) Let $g(\tilde{q}_i, \varepsilon_i)$ follow an AR(1) model with a constant and one lag term and $g^*(\tilde{q}_i, \varepsilon_i)$ follow one of the nonlinear autoregressive models. The mean bias in the impulse responses due to model mis-specification is defined as

$$MBI(k, V; \Delta_j, \Theta_j) \equiv I_q(k; \Delta_j) - \frac{\sum_{i=1}^n I_q(k; V_i, \Delta_j, \Theta_j)}{n}. \quad (4)$$

In the Monte Carlo experiment, $\Delta_j$ and $\Theta_j$ are the $j$th set of shocks of interest and history drawn from specific distributions. The second term on the right hand side is the mean of the $n$ simulated nonlinear impulse response functions with fixed $\Delta_j$ and $\Theta_j$ but randomized $V_i$, where subscript $i$ denotes the sub-trial in KPP’s nonlinear impulse response simulation within each Monte Carlo simulation trial. The first term is the linear

---

\(^7\) History and randomized shocks are irrelevant to linear impulse response functions.
impulse response function, which is shock and history independent; hence, the notation is simplified. If $MBI(k, V; \Delta_j, \Theta_j) > 0$ when the initial shock $\delta_i$ is positive or $MBI(k, V; \Delta_j, \Theta_j) < 0$ when the shock is negative, we can infer that the linear model on average generates a more persistent impulse response at a particular point $k$ for $k > 0$.

In each trial, I first randomly draw $q_{t-1}$ as the initial condition from the empirical distribution. As heteroscedasticity is allowed in the TARs, a regime-specific initial shock $\delta_0$ is drawn, while $\delta_{r+k} = 0 \forall k \geq 1$ is assumed. For the STAR model, the draw is from the full sample distribution of the estimated residuals. Randomized shocks $v_t$‘s are also drawn in similar manner that may depend on the regime (again, for the TARs but not the STAR).

Two modifications of (4), however, are needed in the exercise.

Since the initial shock can be either positive or negative, inference from the sign of $MBI(k, V; \Delta_j, \Theta_j)$ in (4) can be deceptive. To remedy this problem, I use a modified measure

$$MBI(k, V; \Delta_j, \Theta_j) = \frac{\sum_{i=1}^{n} I_q(k; \Delta_j)}{n} \times \text{sign}(\delta_0). \quad (5)$$

With the mean bias specified in (5), it is possible to derive an alternative measure of half-life bias. Suppose we ignorantly apply a linear autoregressive model to capture the dynamics of a data series, which is generated from a nonlinear process, and derive a linear impulse response function with the formula $(1 + \phi_{Ar})^k$.

A reasonable half-life measure for the purpose of hypothesis testing can be found by solving for $k$ numerically that satisfies the following condition:
(1 + \phi_{AR})^k - MBI_{k,\alpha} = 0.5 . \hspace{1cm} (7)

where \( MBI_{k,\alpha} \) denotes the value of the \( MBI(k, \mathbf{V}; \Delta_j, \Theta_j) \) at the \( \alpha \)-th percentile of the Monte Carlo simulation for each \( k \).

The effort presented in this paper concerns the degree of persistence. Another aspect of nonlinear impulse response functions is absorption. In their important contribution, van Dijk, Franses and Boswijk (2005) define an absorption measure as the minimum horizon beyond which the difference between the distributions of the nonlinear impulse response functions becomes negligible. This definition holds regardless of the property of the distributions, which, suggested by KPP, indicate the persistence of the effect of a shock. This distinction between persistence and absorption is pointed out in van Dijk, Franses and Boswijk (2005).

4. Empirical Results

The monthly real exchange rate data are CPI-based from March 1973 to the most recent date available when this paper is being written.\(^8\) The U.S. dollar is used as the common currency against the currency of six other G-7 countries. The data are collected by the International Monetary Fund and available in the International Finance Statistics database.\(^9\) The data are in logarithm and demeaned.\(^10\) Note that I take the specification test results from previous studies for granted and proceed to the half-life analysis.

---


\(^9\) All price index data are CPIs and the nominal exchange rate is the monthly average rate for the amount of U.S. dollars for one unit of non-U.S. currency.

\(^10\) For the TARs and the MR-LSTAR, 10\% of the highest and the lowest of the absolute value of the log real exchange rate are trimmed off for the selection of the value of the threshold.
4.1 Comparing Regime-Specific Estimates

Table 3 reports estimates from an AR(1) model\textsuperscript{11} and the nonlinear models. The linear half-life estimates correspond very closely to what Rogoff (1996) reports, ranging mostly from 3.58 to 4.73 years with two outliers, Germany with 1.18 years and Canada 8.71 years.

When one compares the “outside-band” half-life for the EQTAR, the improvement is mixed. There is some reduction in the half-lives for the four exchange rates, ranging from 0.12 to 1.60 years. Contrary to the expectation, the estimates for the USD/CND and the USD/Yen exchange rates are larger. The average reduction is merely 0.42 years. The results for the Band-TAR model are more astonishing. Ignoring the two outliers, the range of half-life is 0.63 to 2.78 years; even for the two outliers sizable reduction is observed—0.70 years for the USD/CND exchange rate and 0.88 for the USD/DM exchange rate. A careful look at the table implies that 50\% of a specific “outside-band” deviation will last less than a year for the USD/DM, the USD/Lira and the USD/£ exchange rates. Even for the USD/Franc and the USD/Yen exchange rates the half-lives are now shorter than 3 years.

Table 2 also reports the results for the ESTAR and the MR-LSTAR. When PPP is at its full force, the average reduction in half-life is only moderate for the ESTAR. The average half-life is 3.53, 0.73 years shorter than the linear estimate. This is slightly faster than the EQTAR estimates but slower than the Band-TAR estimates. Similar to the results for EQTAR, the USD/CND exchange rates has a longer half-life under this model.

The largest reduction in half-life is found under the MR-LSTAR. The reduction is apparent for all six data series and the size is the largest among all nonlinear models,

\textsuperscript{11} All AR(1) models used in the paper contains a constant term.
ranging from 1.04 (USD/DM) to 3.94 (USD/Yen). The average half-life is a mere 1.63 years. However, we must be very cautious with the comparison here. $\phi^*$ from MR-LSTAR represents the faster speed of market adjustment; it is effective only when the deviation is very large as $G_1 = 1$ or $G_3 = 1$. But these conditions are satisfied fewer times than the threshold conditions of the TARs in the sample.\footnote{This is easy to observe. Interested readers are referred to the scattered plots of the empirical smooth transition functions in work by Michael, Nobay and Peel (1997) and O’Connell and Wei (2002). The density is almost always higher when the value of the function is less than one.} Although the comparison of the half-life estimates between the TARs and the MR-LSTAR is informative, it nevertheless oversimplifies the matter. This issue echoes the main theme of this paper that we need to compare the degree of persistence estimated from all models unconditionally.

### 4.2. Mean Bias of Impulse Responses

In the Monte Carlo experiment, $m$ is set to 5,000 and $n$ is set to 500 for each data series and each of the four nonlinear models (EQTAR, Band-TAR, ESTAR and MR-LSTAR.) First, I estimated the data using a nonlinear model. Then, the estimated coefficients and the distribution of the estimated residuals were used as the true parameters and true distribution for the simulation. In every trial, the simulated data were estimated by the true and the incorrect linear models, and linear impulse responses, nonlinear impulse responses and mean bias as defined in Section 3 were generated. A six-year horizon (72 months) was used for the impulse response simulation. I plotted the Monte Carlo median $MBI_{k,0.50}$ and two confidence intervals—$[MBI_{k,0.16}, MBI_{k,0.84}]$ and $[MBI_{k,0.05}, MBI_{k,0.95}]$—for the four models in Figure 3.
The results turn out to be slightly different from what are reported in the last section. As panel (a) shows, when the true DGP is of an EQTAR, the mean bias of applying an AR(1) is largely negative over all \( k \) horizons. With the exception of USD/DM, there is a tendency for the mean bias to decrease over time until a certain stable level. These estimates are also statistically significant for most of the time. The USD/£ exchange rate is the only series that has delayed (after 30 months) mean biases that are significantly non-zero. Panel (c) tells an opposite story. With the exception of the USD/Lira, the mean bias is mostly positive and significant. In the longer run, there is a tendency for the mean bias to decrease towards the zero line. Although the directions of bias are different, both panels (a) and (c) imply that it is highly unlikely that the EQTAR and the ESTAR are the true data generating process. If the opposite is true, then the linear model should be able to capture the \textit{unconditional} half-life and the mean bias should be zero. As we observe significant non-zero bias over a horizon of 72 months for most of the cases, we can conclude that the EQTAR and the ESTAR should be ruled out from the suspect list. In addition, that the EQTAR model generates negative bias is not a result one can directly be inferred from those in Table 2. This reinforces the distinction between unconditional and conditional impulse responses.

Results shown in panel (b) and (d) support that both the Band-TAR and the MR-LSTAR are the true DGP. With the exception of the USD/£ (for the Band-TAR), the mean bias is zero over this 72-month horizon. Thus, the puzzling half-life estimated for a linear model is most likely generated by the two nonlinear models. It is not surprising that these two are the winners, as they are nested and the only difference between the two is the parametric restrictions in the Band-TAR. Moreover, since the MR-LSTAR has relatively
less restrictions, the findings for this model are more conclusive—even the mean bias for the USD/£ exchange rate is zero.

4.3 Median and Confidence Intervals for Half-Life Estimates under a Nonlinear Framework

Table 3 reports the median and the confidence intervals of the adjusted half-life estimates computed by solving for $\rho_{NL}$ and the relevant critical value in equations (6) and (7). $\rho_{NL}$ can be interpreted as the sample estimate of the true full-sample half-life under the hypothesis that the nonlinear process specifies the true model. The empirical confidence intervals $\rho_{NL,\alpha}$, as explained in Section 3, can then be used for hypothesis testing. The results in Table 3 agree with our analysis in the previous section. When the EQTAR is specified as the true model, the half-life estimates from the linear AR(1) model are smaller than the mean $\rho_{NL}$ at mostly 1% significance level. In order words, if one believes in this model, the results suggest that Rogoff’s half-life of 3-5 years is in fact an underestimation.

If we ignore the outliers the USD/DM and the USD/CND, the new range is 3.640 to 4.881 years. This does not seem to be that much different to the range of Rogoff’s, but it is nevertheless significantly different. The half-lives generated by the ESTAR are shorter and significant. Ignoring the outliers, the new range is 3.561 to 4.699. Like the results for the EQTAR, this range is significantly different to the range for the linear model even though the absolute difference appears small.

---

13 The estimate for this data series always falls out of the usual range. Part of the reason may lie on the fact that only post-unification and pre-Euro data from Germany are used. Given its small sample and its different historical background, the dynamics of the US/German exchange rate is different to the other U.S.-European pairs.
The rest of Table 4 reports the results for the Band-TAR and the MR-LSTAR. The unconditional half-life generated by either of these models is well captured by the linear estimate, as the difference of the two half-lives is insignificantly different to zero. The only two exceptions appear for the Band-TAR model—the linear half-lives for both the USD/CND and the USD/£ exchange rates are significantly different than their nonlinear counterparts at a level of 1%. Again, the results for the MR-LSTAR are the strongest.

Recently, Kiliç (2005) used a non-GIRF based computation of PPP half-life as well as the confidence intervals under a similar framework. His results are supportive to the exponential STAR (or ESTAR) model—a nonlinear autoregressive model with an exponential smooth transition function—when it is applied on U.S.-European bilateral real exchange rates. The half-lives generated for the non-Euro group, however, are more persistent. His estimates make use of the sample information of the threshold variable but not that of the history (as initial conditions for the impulse response simulation) and the estimated shocks with different sizes and signs. The Monte Carlo experiment in this paper makes use of all of the information. This may explain why mine is less favorable to the ESTAR model. Taylor, Peel and Sarno (2001) adopted a simulation method motivated by Gallant et al (1993) which is similar to the GIRF for their ESTAR model. In general, their simulation generates much less persistent half-life estimates, conditional on the same size of initial shocks. My Monte Carlo shares the same assumption of average initial history but

---

14 Kiliç (2005) uses a computation of half-life without using the GIRF; his confidence intervals for the estimate are computed from simulations. His measure is an estimator adjusted for the nonlinearities in the autoregressive coefficient, condition on the estimated value for the smooth transition function and the threshold variable: \(\max\left(\ln 0.5 / \ln (1 + \phi' F(q_{t-1}))\right)\); inferences are then drawn from the distribution of the estimate. Note that he studies the exponential STAR model and thus \(F(.)\) denotes an exponential function. Even though the empirical value of the exponential function enters in Kilič’s nonlinear half-life equation, no impulse responses are simulated; therefore, the variation of history and shocks that are demanded by the GIRF are not implied by the formula.
not the conditionality of shocks. Hence, it will be inappropriate to compare their conditional half-life estimates with the unconditional half-life estimates reported in this paper.

5. Concluding Remarks

This paper develops a Monte Carlo experiment, incorporating the simulation technique developed by Koop, Pesaran and Potter (1997) and Potter (2000), to evaluate the half-life estimates of PPP reported in Rogoff (1996). While many nonlinear studies focus on comparing the regime-specific estimates in their threshold autoregressive or smooth transition autoregressive models and Rogoff’s full-sample estimates, I used the experiment to compare the results from both linear and nonlinear models unconditional upon regimes.

Regardless of which nonlinear models is assumed as the true DGP, the unconditional half-life still falls into the range of 3-5 years. Nevertheless, the Monte Carlo simulation implies that estimations based on linear models will result in statistically different half-life if the EQTAR and the ESTAR are used. The PPP puzzle appears to be consistent with the Band-TAR and MR-LSTAR models. There are two important implications of this finding. Because the equilibrium adjustment within the transaction-cost bands is relatively slower for the Band-TAR and the MR-LSTAR than for the EQTAR, the results in the paper paint a clearer picture of the type of nonlinearities for the real exchange rate adjustment.\textsuperscript{15} In addition, although the MR-LSTAR contains more parameters than the others and thus is

\textsuperscript{15} Under the Band-TAR specification, a large PPP deviation will cause an equilibrium adjustment, which ceases in the middle regime. Under the EQTAR specification, a large PPP deviation will cause an equilibrium adjustment, which continues in the middle regime until the equilibrium is reached. As the MR-LSTAR is similar to the Band-TAR, it is reasonable to state that equilibrium adjustments are slower in the middle regime for the Band-TAR and the MR-LSTAR.
more prone to be affected by parametric uncertainty, it appears to explain the PPP puzzle the best. More attention should be paid to this relatively new model when the real exchange rate is concerned.
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Figure 1: Regimes under a TAR Model

Upper Convergence Regime:
\[ q_t = \phi_{01} + \phi_{11} q_{t-1} + \varepsilon_t \]

Random Walk Regime:
\[ q_t = q_{t-1} + \varepsilon_t \]

Lower Convergence Regime:
\[ q_t = \phi_{03} + \phi_{13} q_{t-1} + \varepsilon_t \]
Figure 2: Impulse Response Simulation Based on an EQTAR Model

Initial Condition: At Upper Band
Randomized Future Shocks: No

Initial Condition: 1.0 Below Upper Band
Randomized Future Shocks: No

Initial Condition: 0.05 Below Upper Band
Randomized Future Shocks: No

Initial Condition: At Upper Band
Randomized Future Shocks: Yes

Note: The impulse response is based on equation (1) with EQTAR restrictions and $\phi_{11} = \phi_{13} = -0.3$ and $c = 1.5$. The zero line represents the initial condition. The size of the initial shock is 2 and thus the half-life can be traced from the line of 1 (and/or -1) for Figure 2(d). Future shocks for Figure 2(d) are randomized from a normal distribution with a standard deviation of 1.5 units.
Figure 3: Monte Carlo Median and Confidence Intervals of the Mean Bias

(a) EQTAR

(b) Band-TAR

Note: The closest confidence bands engulf 64% of the simulated $MBI(k, V; \lambda, \Theta)$ the others engulf 95%. All results were multiplied by 100 for better illustration.
Table 1: Monte Carlo Mean Estimates of a Linear AR(1) Model with Nonlinear Data Generating Process

Panel (a): Band-TAR Model

<table>
<thead>
<tr>
<th>Standard Deviation of Shocks Outside the Bands</th>
<th>0.5</th>
<th>1.0</th>
<th>1.5</th>
<th>2.0</th>
<th>2.5</th>
<th>3.0</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.5</td>
<td>-0.0733</td>
<td>-0.1153</td>
<td>-0.1518</td>
<td>-0.1813</td>
<td>-0.2049</td>
<td>-0.2218</td>
</tr>
<tr>
<td></td>
<td>(0.0124)</td>
<td>(0.0171)</td>
<td>(0.0241)</td>
<td>(0.0310)</td>
<td>(0.0370)</td>
<td>(0.0413)</td>
</tr>
<tr>
<td>1.0</td>
<td>-0.0976</td>
<td>-0.1368</td>
<td>-0.1680</td>
<td>-0.1924</td>
<td>-0.2111</td>
<td>-0.2255</td>
</tr>
<tr>
<td></td>
<td>(0.0133)</td>
<td>(0.0169)</td>
<td>(0.0216)</td>
<td>(0.0260)</td>
<td>(0.0296)</td>
<td>(0.0314)</td>
</tr>
<tr>
<td>1.5</td>
<td>-0.1147</td>
<td>-0.1491</td>
<td>-0.1759</td>
<td>-0.1973</td>
<td>-0.2136</td>
<td>-0.2267</td>
</tr>
<tr>
<td></td>
<td>(0.0137)</td>
<td>(0.0168)</td>
<td>(0.0204)</td>
<td>(0.0238)</td>
<td>(0.0268)</td>
<td>(0.0287)</td>
</tr>
<tr>
<td>2.0</td>
<td>-0.1295</td>
<td>-0.1581</td>
<td>-0.1825</td>
<td>-0.2010</td>
<td>-0.2163</td>
<td>-0.2276</td>
</tr>
<tr>
<td></td>
<td>(0.0139)</td>
<td>(0.0164)</td>
<td>(0.0196)</td>
<td>(0.0233)</td>
<td>(0.0256)</td>
<td>(0.0272)</td>
</tr>
<tr>
<td>2.5</td>
<td>-0.1425</td>
<td>-0.1681</td>
<td>-0.1888</td>
<td>-0.2051</td>
<td>-0.2185</td>
<td>-0.2294</td>
</tr>
<tr>
<td></td>
<td>(0.0143)</td>
<td>(0.0164)</td>
<td>(0.0196)</td>
<td>(0.0221)</td>
<td>(0.0243)</td>
<td>(0.0264)</td>
</tr>
<tr>
<td>3.0</td>
<td>-0.1543</td>
<td>-0.1763</td>
<td>-0.1940</td>
<td>-0.2089</td>
<td>-0.2209</td>
<td>-0.2309</td>
</tr>
<tr>
<td></td>
<td>(0.0144)</td>
<td>(0.0164)</td>
<td>(0.0190)</td>
<td>(0.0214)</td>
<td>(0.0240)</td>
<td>(0.0257)</td>
</tr>
</tbody>
</table>

Note: Monte Carlo standard errors are reported in parentheses.

Panel (b): EQTAR Model

<table>
<thead>
<tr>
<th>Standard Deviation of Shocks Outside the Bands</th>
<th>0.5</th>
<th>1.0</th>
<th>1.5</th>
<th>2.0</th>
<th>2.5</th>
<th>3.0</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.5</td>
<td>-0.1452</td>
<td>-0.1835</td>
<td>-0.2224</td>
<td>-0.2538</td>
<td>-0.2753</td>
<td>-0.2884</td>
</tr>
<tr>
<td></td>
<td>(0.0153)</td>
<td>(0.0215)</td>
<td>(0.0314)</td>
<td>(0.0409)</td>
<td>(0.0484)</td>
<td>(0.0517)</td>
</tr>
<tr>
<td>1.0</td>
<td>-0.2259</td>
<td>-0.2500</td>
<td>-0.2693</td>
<td>-0.2835</td>
<td>-0.2931</td>
<td>-0.2983</td>
</tr>
<tr>
<td></td>
<td>(0.0180)</td>
<td>(0.0241)</td>
<td>(0.0310)</td>
<td>(0.0361)</td>
<td>(0.0399)</td>
<td>(0.0404)</td>
</tr>
<tr>
<td>1.5</td>
<td>-0.2581</td>
<td>-0.2731</td>
<td>-0.2835</td>
<td>-0.2921</td>
<td>-0.2972</td>
<td>-0.3005</td>
</tr>
<tr>
<td></td>
<td>(0.0176)</td>
<td>(0.0233)</td>
<td>(0.0287)</td>
<td>(0.0331)</td>
<td>(0.0357)</td>
<td>(0.0373)</td>
</tr>
<tr>
<td>2.0</td>
<td>-0.2738</td>
<td>-0.2836</td>
<td>-0.2904</td>
<td>-0.2954</td>
<td>-0.2996</td>
<td>-0.3013</td>
</tr>
<tr>
<td></td>
<td>(0.0168)</td>
<td>(0.0216)</td>
<td>(0.0263)</td>
<td>(0.0312)</td>
<td>(0.0336)</td>
<td>(0.0349)</td>
</tr>
<tr>
<td>2.5</td>
<td>-0.2828</td>
<td>-0.2894</td>
<td>-0.2942</td>
<td>-0.2978</td>
<td>-0.3006</td>
<td>-0.3023</td>
</tr>
<tr>
<td></td>
<td>(0.0157)</td>
<td>(0.0200)</td>
<td>(0.0250)</td>
<td>(0.0285)</td>
<td>(0.0313)</td>
<td>(0.0333)</td>
</tr>
<tr>
<td>3.0</td>
<td>-0.2883</td>
<td>-0.2931</td>
<td>-0.2960</td>
<td>-0.2992</td>
<td>-0.3012</td>
<td>-0.3027</td>
</tr>
<tr>
<td></td>
<td>(0.0147)</td>
<td>(0.0187)</td>
<td>(0.0230)</td>
<td>(0.0268)</td>
<td>(0.0300)</td>
<td>(0.0319)</td>
</tr>
</tbody>
</table>
Table 3: Estimates for the “Outside-Band” Autoregressive Coefficient in the Nonlinear Autoregressive Models

<table>
<thead>
<tr>
<th></th>
<th>AR</th>
<th>EQTAR</th>
<th>Band-TAR</th>
<th>ESTAR</th>
<th>MR-LSTAR</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>φ</td>
<td>HL</td>
<td>Δ</td>
<td>φ</td>
<td>HL</td>
</tr>
<tr>
<td>Canada</td>
<td>-0.007</td>
<td>8.71</td>
<td>+0.48</td>
<td>-0.007</td>
<td>8.01</td>
</tr>
<tr>
<td>France</td>
<td>-0.016</td>
<td>3.63</td>
<td>-0.12</td>
<td>-0.021</td>
<td>2.78</td>
</tr>
<tr>
<td>Germany</td>
<td>-0.048</td>
<td>1.18</td>
<td>-0.48</td>
<td>-0.174</td>
<td>0.30</td>
</tr>
<tr>
<td>Italy</td>
<td>-0.015</td>
<td>3.72</td>
<td>-0.94</td>
<td>-0.087</td>
<td>0.63</td>
</tr>
<tr>
<td>Japan</td>
<td>-0.012</td>
<td>4.73</td>
<td>+0.16</td>
<td>-0.025</td>
<td>2.30</td>
</tr>
<tr>
<td>U.K.</td>
<td>-0.016</td>
<td>3.58</td>
<td>-1.60</td>
<td>-0.080</td>
<td>0.69</td>
</tr>
<tr>
<td>Average</td>
<td>--</td>
<td>4.26</td>
<td>--</td>
<td>3.84</td>
<td>--</td>
</tr>
</tbody>
</table>

Note: HL is short for “half-life” and Δ denotes the difference between the half-life estimated under a nonlinear model and the half-life under the linear AR model.
### Table 3: Median and Confidence Intervals for the Half-Life Estimates

<table>
<thead>
<tr>
<th></th>
<th>$\rho_{AR}$</th>
<th>1%</th>
<th>5%</th>
<th>10%</th>
<th>Median</th>
<th>$\rho_{NL}$</th>
<th>90%</th>
<th>95%</th>
<th>99%</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>EQTAR</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Germany</td>
<td>1.183***</td>
<td>1.183</td>
<td>1.184</td>
<td>1.184</td>
<td>1.190</td>
<td>1.204</td>
<td>1.208</td>
<td>1.218</td>
<td></td>
</tr>
<tr>
<td><strong>Band-TAR</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Germany</td>
<td>1.183</td>
<td>1.159</td>
<td>1.168</td>
<td>1.172</td>
<td>1.184</td>
<td>1.209</td>
<td>1.218</td>
<td>1.231</td>
<td></td>
</tr>
<tr>
<td><strong>ESTAR</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Germany</td>
<td>1.183*</td>
<td>1.148</td>
<td>1.155</td>
<td>1.160</td>
<td>1.173</td>
<td>1.181</td>
<td>1.183</td>
<td>1.183</td>
<td></td>
</tr>
<tr>
<td><strong>MR-LSTAR</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Germany</td>
<td>1.183</td>
<td>1.134</td>
<td>1.153</td>
<td>1.160</td>
<td>1.177</td>
<td>1.196</td>
<td>1.306</td>
<td>1.388</td>
<td></td>
</tr>
<tr>
<td>Japan</td>
<td>4.733</td>
<td>4.594</td>
<td>4.651</td>
<td>4.672</td>
<td>4.734</td>
<td>4.958</td>
<td>5.086</td>
<td>5.313</td>
<td></td>
</tr>
</tbody>
</table>

1. *** index estimates significantly different to the mean at 1% level. ** 5% level. * 10% level.
2. Since the space allows me to report up to 3 decimal places only, some numbers may appear the same but in fact different.